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Abstract 
 

Hidden Markov models are widely applying in data classification. They 

are using in many areas. The choice of parameters of HMM is very impor-

tant because of efficiency hole identification system. Individual parameters 
should be matched individually for each system in the experiment way..  
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Dobór parametrów HMM 
 

Streszczenie 

 

Ukryte modele Markowa (ang. Hidden Markov Models – HMM) są szero-

ko stosowane do klasyfikacji dany w wielu dziedzinach. Dobór Parame-

trów HMM jest bardzo ważny ze względu za skuteczność systemu identy-

fikacji. Poszczególne parametry powinny być dobierane indywidualnie dla 

każdego systemu w sposób eksperymentalny.  
 
Słowa kluczowe: przetwarzanie obrazów, ukryte modele Markowa, UMM 

 

1. Introduction 
 

Hidden Markov models (HMM) are known in theory as 

stochastic finite automatons. Every condition is connected with 

the event possible to be observed – in the case of discrete Markov 

model. HMM is „double embedded stochastic process”, where the 

elementary stochastic process is hidden, possible to be observed 

only through the set of other stochastic processes that produce 

sequences of observations. [1, 2].  

The observation determined at t time is denoted by ot. 

The observation is a vector, components of which are usually 

factors of discrete signal spectrum (DTF – Discrete Transform 

Fourier), linear prediction, wavelet transform etc. The sequence of 

observations in the period from t = 1 to t = T is marked as 

O=(o1,o2,...,oT).  

Building a model representing face image consists in 

creation a separate  model for each image M (or its fragment). 

Observations sequences obtained from face image M are used in 

the process of model creation (known as learning or training). 

Created model is a generator of observations, whose similarities to 

the observations obtained from recognized face image constitute a 

base of personal identification.  

The identification task, for given set of models {i} created for 

images of faces and placed in the basis, consists in determination 

of probability concerning generation of O observations sequences 

through given model, and thereafter comparison of these values. 

 

2. Parameters of hidden Markov models 
 

HMM is a finite automaton, which may be treated as a 

generator of casual observations sequences. The change of 

model’s conditions, appearing in each step, is described in homo-

geneous Markov chain, characterized through A = [aij] matrix of 

probabilities of transitions between conditions. Decomposition of 

q0 conditions probabilities for t = 0 will be denoted by  = [1, 

2,..., N] [3]. 

Generation of observations (outputs) by the model is 

random and generally is characterized through  the vector of de-

compositions of observations probabilities B = [bi(ot)] with the 

following components: 

   iqoPob ttti  |     for i = 1,2,...,N. (1) 

These decompositions, known as outputs, may be discrete decom-

positions on finite set of output symbols or n-dimensional func-

tions of probability density. Let us assume that ot is an any vector 

in En euclidean space, then bi(ot) is interpreted as ot observations 

generation probability through the model being in i condition.  

 Hidden Markov model is usually marked as  = (, A, B) 

triple, where , A, B values are called model’s parameters. 

 Constructing of an automated personal identification 

system requires creation of tools enabling realization of two fun-

damental processes: 

 training, consisting in estimation of parameters of HMM 

models set with the help of teaching observations from im-

ages; 

 recognition, consisting in determination of the model repre-

senting face image with the highest probability of generation 

of observation obtained from unknown test image.  

Let’s consider a method of an automatic personal recog-

nition, as an example – faces images present people, and set of 

images creates personal data base. One should make – in the 

training process - an extraction of  O = (o1,o2,...,oT) sequences of 

observations for each face image from the training set and should 

use them for HMM building – separately for each image (or its 

part). The extraction of observations sequence from the image of 

the person being recognized is made in the process of recognition. 

Next there is determined the probability of that sequence genera-

tion through previously built Markov models for faces from data 

base. There probabilities serve to assign recognised image to 

determined model (the person from the base), or they are basis of 

recognition process [4, 5].  

Defining of HMM enables the specification of chain to-

pology and the estimation of probabilities of transitions between 

conditions and parameters of output decompositions for each 

conditions. In practice, there are created, in the beginning, simple 

HMM with output transitions in the form of singular density func-

tion. Then, they are replaced with more and more combined 

model, e.g. with output decompositions in the form of composition 

of density function. 

The goal of training process is to obtain a set of models, 

which – according to approved criterion, are well-matched to 

given trainers. Estimation of HMM parameters boils to the optimi-

sation process, where mostly approved criterion, because of the 

existence of effective algorithms of the solutions, is the criterion 

of maximum probability [1, 6]. 

An output decomposition in the simplest constant HMM 

for i-th condition has the form of multi-dimensional Gaussian 

density function: 
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where n is the dimension of ot observation vector,  

 

Then each condition in all HMM models is characterized through: 

- the vector of i average values, 

- i covariance matrix 

 

Discrete HMM models have output transitions in the 

form of discrete probability transitions. 
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Discrete output transition in i-th observation condition ot has a 

form: 

    titi ovPob  ,  (3) 

where: 

- v(ot) – the symbol of observations from v-elements set, 

being the result of ot observation vector quantization, 

- Pi[v(ot)] – the probability of generation v symbol in i 

condition. 

 

Thus, discrete output transition is given through the table of 

similarities in observation symbols. Each symbol has its 

representative in the form of an observation vector. The set of 

possible observation vectors is called observation space. 

Representatives are choosen in that way to cover evenly the 

observation space and they are usually determined through 

grouping and averaging observation vectors extracted from 

training data. That means, that set of symbols is created in the 

process of observation vectors quantization. The observation 

vector is attributed to the observation symbol, of which 

representative is the closest to this vector. 

 Discrete output transition in i-th condition for 

observations with derived indenpendt streams ot = (ot1,ot2,...,otS) 

has the following form: 
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where ks is weight coefficient assigned to s-th stream. 

 

Characteristics’ extraction  from face images should be 

made before the process of HMM models’ creation or in course of 

it, as well as before the proper recognition process. It  is realized 

through the processing of face digital images with the help of 

appropriate software tools  (e.g. wavelet transform). There should 

be accomplished a vector quantisation of obtained characteristics 

(observation vectors) for HMM models with discrete output de-

compositions. 

Another fundamental stage of personal identification 

system building is to create hidden Markov models for individual 

face images. That requires determination of HMM parameters: 

specification of topology and estimation of parameters’ values in 

the training process. 

Specification of topology of HMM model consists in de-

termination the number of its conditions, or the size of A possibili-

ties matrix of transitions between conditions and forms of output 

transitions – elements of B = [bi(ot)] vector. Prototype HMM 

models are defined in that order. 

Training process runs in few stages and it consists in as-

signing elements of A matrix,  vector of initial probabilities and 

B = [bi(ot)] vector of output transitions.  

First initial HMM model is created, i.e. initial values of 

this model’s parameters are determined. That may be done in the 

following way: 

- Select them randomly 

- Determine all parameters alike 

The process of models’ parameters re-estimation is real-

ized after creation of initial set of these models. Re-estimation of 

HMM parameters may be accomplished twofold: 

1) By means of Baum-Welch procedure, using „forward - 

backward” algorithm; 

2) By means of Viterbi procedure, using „best path” algorithm. 

 

3. Defining of prototype HMM models 
 

First step in the process of HMM creation is definition of one or 

more prototype models. Values of these models’ parameters are 

not important, they are mostly used for determination of topology 

of appropriate HMM models. 

 Defining of single HMM model consists in following 

data specification: 

- name or symbol of  model , 

- type of the model (constant or discrete), 

- size and contents of observation vector O, 

- size and contents of the matrix of observations genera-

tion probability B, 

- number of data streams S, their size and ks (s = 1,2,...,S) 

weight coefficients (the sum of all streams’ sizes should 

be equal to the size of an observation vector), 

- number of state N, 

- transition matrix A, through giving non-zero values to 

matrix elements all over transitions between conditions 

are possible. Values of left matrix elements should be 

zeroth (rows of transition matrix should sum up to one). 

 

4. Estimation of HMM parameters 

 

Basic problem in the process of HMM model creation is the es-

timation of its parameters. The estimation problem, for given 

sequence (or set of sequences) of observations O=(o1,o2,...,oT), 

consists in determination of values of parameters for  = (, A, B) 

model. That means, at these assumptions for output decomposi-

tions, the necessity of average value vectors determination in the 

training process, as well as variation vectors or matrices of covari-

ance of density function for normal decompositions, being com-

ponents of the compositions.  

The estimation of parameters is realized in the training process 

of earlier defined HMM models, where the sequence of observa-

tion vectors is used.  

 

Basic rule at creation of HMM models is to treat these models 

as generators of observation vectors. Each observation sequence 

used during in the training time, constitutes an output for condi-

tions of HMM model, the parameters of which are to be deter-

mined. If the condition generated by each of observation vectors 

in training data was known, then there are possible to determine: 

- Unknown average values and variations of that condition’s 

output decomposition, through the use of all vectors con-

nected with this condition, 

- Transition matrix, on the basis of the number of transitions 

between conditions. 

 

Re-estimation of model’s parameters 

Re-estimation of model’s parameters runs similarly as an initia-

tion. The difference pertains to the application of earlier deter-

mined initial HMM model in the input, as well as use of Baum-

Welch algorithm in the process of parameters’ estimation: „for-

ward-backward” algorithm is used at determination of probability 

of being in each condition. That probability is thereafter used at 

creation of weighted averages for HMM parameters.  

Viterbi algorithm determines „hard” decision of which condi-

tion generates specified observation vector from training observa-

tion. Baum-Welch algorithm gives „soft” decision, determining 

only the probability of generation of observations through the 

condition [7,8]. 

 

4. Conclusions 
 

Selection problem of appropriate parameters of hidden Markov 

model is important, taking into consideration the efficiency of 

whole identification system. Too high number of states and obser-

vations would lengthen training and testing times, but it won’t 

improve system’s efficiency. Therefore individual parameters 

should be matched individually for each system in the experiment 

way. 
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